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CONVERS ION TABLE

Conversion factors for U.S. customary
to metric (SI) units of measurement.

To Convert From To Multiply By

angstrom maters (i) 1.000 000 X R -10
atmosphere (normal) kilo pascal (kla) 1.013 25 X 3 +2
bar Kilo pascal (kPa) 1.000 000 X 2 +2

barn "etee (a,) 1.000 000 1 1 -28
British thermal unit (tberrocbemical) joule (J) 1.054 350 X R +3

cal (tbermocbemioal)/am'5 mega joule/rn (Wl/mr) 4.134 000 X 1 -2
calorie (tbermocbhmfial)S joule (3) 4.184 000
calorie (thsrfochhmical)/gS joule per kilogram (J/kg)* 4.134 000 X 3 +3

curies gig& becquerel (G0q)t 3.700 000 • R +1
degree Celsiuis degree kelvin (1) - t=e + 273.15
degree (angle) radian (red) 1.745 329 1 3 -2
degree Fahrenheit degree kelvin (K) t. - to, + 459.67)/1.8
elsetron volts joule (3) 1.602 19 1 3 -19
ergS joule (3) 1.000 000 I Z -7

erg/second jatt () 1.000 000 I 3 -7

foot mwtet (a) 3.043 000 I 3 -7

foot-pound-force joule (a) 1.355 313

gallon (U.S. liquid) meter' (a) 3.735 412 1 3 -3

inch (eter (m) 2.540 000 X 3 -2

jerk joule (a) 1.000 000 I 3 49

joule/kilogram (3/kg)
(radiation do*e abuorbed)S gray (Gy)* 1.000 000 • 3 +91
kilotonss terajoule. 4.183

kip (1000 lbf) newton (NI 4.448 222 1 1 +3
kip/inch' (ksi) kilo pascal (kPa) 6.894 757 1 R +3
ktap newton-second/rn (N-s/a') 1.000 000 1 • +2
micron meter (n) 1.000 000 x 3 -6
mil meter (a) 2.540 000 X 3 -5
mile (international) -iter (a) 1.609 344 I 3 +3
odince kilogrer- (kg) 2.934 952 I 3 -2
pound-force (lbf avoirdupois) newton (N) 4.449 222

pound-force inch newton-mter (eSt) 1.129 48) 4 4 -1

pound-force/inch newton/meter (N/os) 1.751 269 8 X +2

pound-force/foot' kilo pascel (kPa) 4.758 026 X -+2

pound-force/inch' (psi) kilo pascal (kPa) 6.894 757

pound-mans (lc avoirdupois) kilo ram (kg) 4.535 924 7 3 -1

pound-mass-foot' (rant of inertia) kilogram-meter' (kgem') 4.214 011 X 1 -2

pound-mass/foot' kilogram-meter' (kg/m') 1.601 846 •I +1

rad (radiation dose ebuorbed)S gray (Gy) k 1.000 000 X 1 -2

roentgens coulomb/kilogram (C/kg) 2.579 760 X 3 -4

shake second (5) 1.000 000 1X -8

slug kilogram (kg) 1.459 390 I 1 +1

torr (me Hg, 0OC) kilo pascal (kPa) 1.333 22 X 1 -1

?The gray (Gy) is the accepted SI unit equivalent to the energy imparted by
ionizing radiation to aas of energy corresponding to joule/kilogrrn.

t~he becquerel (Sq) is the SI unit of radioactivity; I Bq - 1 event/s.
*Temperature may be reported in degree Celsius as well as degree kelvin.
SMhese units should not be converted in DNA technical reports; however, a
parenthetical conversion is permitted at the author's discretion.
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SECTION 1

INTRODUCTION

The draft Chemical Weapons Convention (CWC) completed by the Conference on

Disarmament on 3 September 1992, end scheduled for signature on 13 January 1993,

addresses the significant threat to peace posed by the proliferation of chemical weapons

technology. A key part of this treaty is the provision for on-site challenge inspections for the

presence of prohibited Chemical Weapons (CW) and pre-cursor chemicals.

The proposed language of the treaty specifies that, "where possible, the analysis of

samples shall be performed on-site." Since the allowable time for challenge inspections under

the treaty is limited, this places a premium on rapid, accurate analysis for treaty prohibited

materials. It is expected that challenge inspections will be requested by foreign governments

at U.S. sites where proprietary industrial and sensitive military research and/or production are

being carried out, and thus the analysis of samples with general purpose techniques such as

Gas Chromatography/Mass Spectrometry (GC/MS) might be deliberately used to probe for

important information about commercial and military projects unrelated to chemical weapons.

This situation poses significant legal and security questions concerning U.S. industrial

competitiveness &,nd national security, and places a high premium on the development of

inspection technologies which will provide accurate analyses for treaty prohibited materials

without revealing the identity of other chemical compounds.

The present program to develop a handheld detector utilizing mikrochip GC (pGC)

addresses the needs for portability, speed of operation, sensitivity, and chemical selectivity

through the use of miniature GC components, preconcentration, and the use of correlated gas

chromatography for chemical selectivity. General Research Corporatiop's (GRC's) concept

combines these functional components to provide a handheld detector for treaty verification

applications. Special signal processing is then used to analyze the results of the correlated

chromatogramns to determine the presence of any treaty prohibited materials.



An illustration of two-dimensional correlated gas chromatography and the resulting

chemical detection selectivity is shown in Figure 1-1. In this example, a vapor sample is split

and simultaneously analyzed on two GC columns having differing separation properties. Each
chromatogram displays the signal from the column's detector as a function of time. For

example, compound I passes through the column most rapidly while compound 9 is the

slowest. The time for a compound to travel through a GC column is referred to as its elution
or retention time. Importantly, both the elution times and relative order of the compounds in

chromatogram A can vary from those in chromatogram B. These differences arise from
differences in the chemical compositions of the polymeric coatings inside the two GC

columns. Deliberate choice of coatings which provide contrasting separations can provide a

high degree of chemical selectivity in correlated gas chromatography. This is illustrated by
the two-dimensional representation at the right in Figure 1-1 which shows each compound in

the correlated chromatogram plotted using its pair of elution times. This approach provides a
large "detection space" in which each chemica! target compound is represented by its specific

coordinates in this space.
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Figure 1-1. Correlation of two different chromatograms for a sample and the
corresponding two-dimensional detection space.
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The advantage of this enlargement of the detection space by correlated chroma-

tography can be seen as follows. While ordinary, one-dimensional GC is an excellent

chemical separation technique, in situations where the chemical backgrounds are complex as

environmental sampling, only 30-40% of the peaks in the chromatogram may be single

components. It is then up to the detector to distinguish between chemical components in the

remaining overlapping (multicomponent) peaks. This leads to much of the ambiguity that can

arise in GC/MS with trace environmental samples, for example. Correlated chromatography,

on the other hand, separates the same complex mixture of compounds in two or more

different ways. If, for example, a number of compounds happen to co-elute on one column,

they are unlikely to co-elute on a cecond column which has different separation properties.

As an example, peaks 2 and 3 in Figure 1-1 are not separated by column A, but are well

separated by column B. Thus, the use of a second correlated column can greatly reduce the

overlap ambiguity between different compounds. Extending this approach to three or more

dimensions can further enhance selectivity. This can result in chemical selectivity similar to

that of MS/MS using correlated gas chromatography.

The search for target CW compounds in an unknown sample using correlated

chromatography is made by checking the known retention (or elution) time coordinates in

detection space. This report presents and discusses the algorithms required to accomplish this

task along with performance testing of the proposed algorithms using PGC correlated

chromatography data for representative CW precursors in Schedules H1 and MI. Following an

overview discussion of the detection algorithm, specific algorithmic needs are presented in the

following sections. These include the pre-processing and the detection of chromatographic

components, the calculation and correlation of retention indices, the confirmation of potential

detections, and the assessment of algorithm performance using •tGC data.

3



SECTION 2

DEITECTION ALGORITHM OVERVIEW

The detection algorithm for correlated p1GC is expected to be less complex than the

illustration in Figure 1-1 might suggest. It is useful to conceptualize the two- or higher-

dimensional detection space to explain the high degree of chemical selectivity attainable with

this technique, but the actual detection algorithm need not extensively correlate the

chromatograms. Because the CW target signatures themselves consist of correlated data, it is

possible to independently scan each chromatogram for peaks contained in the CW target

signatures and then check any peaks found for proper correlation according to the CW

signature table. This process might be thought of as analogous to placing the "grading key"

of a multiple choice test over an answer sheet to check for possible "correct" answers. Thus,

rather than a detailed construction of detection space, it may be most expedient to "screen"

each chromatogram for possible CW signature components and then check a short list of any

such matches by correlation. This approach can be thought of as a "table driven" algorithm

that focuses only on the detection targets.

The overall process is depicted in Figure 2-1 and summarized by the steps listed in

Table 2-1. In the first step, the chromatograms are first smoothed using routines to reduce

the noise. Following these routines, the peaks corresponding to different compounds in the

chromatograms are located. Apex identification for these peaks is a relatively simple process.

It does not appear necessary at this stage of the automated processing of the chromatograms

to determine peak starting and ending points. Since peaks may overlap, the location of the

ending point for a current peak can be complicated due to new peaks starting before the

current peak ends. This can require a "recursive" search for a new peak apex and end point

before locating the current peak end point. This becomes an important issue for later post

processing such as peak integration, for example, but in the initial processing step may not be

required. An example chromatogram is shown in Figure 2-1 where the apexes of the peaks in

the chromatograms are indicated by the triangles. These peak apexes are numbered for

reference. Unlike the case in Figure 1-1, use of the same numbers in labeling the peaks of

both chromatograms does not imply these are the same compounds.

4



A B Measure

chromatograms

1 •1 Smooth data and
locate individual

A2 
peaks

A# INDEX B# INDEX Calculate
retention indices

1 0.41 1 0.49
2 1.13 2 0.97
3 3.47 3 2.30
4 3.82 4 2.86
5 5.12 5 3.45
6 8.06 6 5.94

LCW# A INDEX B INDEX Scan CW library1 0of retention indices

2 0.1 and flag entries0.81 * 0.98 matching
3 2.42 1.83
4 *3.46 * 2.87 measurements
5 4.18 7.03

POTENTIAL CORRECT Select correlated
CORRELATIONS: entries that are

CW #4 both flagged

Confirm detection
AREAS OK? through correlation

WIDTHS OK? YES CW #4 of peak areas,
OTHER SIGNATURE - DETECTED proper peak widths,

COMPONENTS other signature
OK components

<#NO
NO DETECTION

Figure 2-1. Overview of the signal processing approach proposed for the handheld CW

detector.
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The second signal processing step involves the calculation of retention indices for the

peaks. The concept ptGC instrument will need periodic calibration with reference compounds.

This calibration could be made using either an occasionally administered external standard or

an internal standard. An external standard might consist of a sample having a known vapor

composition that the handheld instrument is trained to recognize and accordingly use for

calibrating its response to this vapor. An internal standard could depend on the use of

compounds present in the background in many or all of the chromatograms for retention time

calibration. By either approach, the measurement of the retention times for some calibrant

compounds provides corrections needed to adjust for chromatographic performance variations

due to small changes in gas pressures, temperatures, or the GC columns themselves. The

result for each column is a list of retention indices for the peaks observed.

In the next step of the proposed detection process, tshe library of retention indices for

the target CW materials is scanned to determine if any of the observed peak retention indices

coincide with these values. The variability of the instrument's response after calibration is

used determines the closeness of values required for a match. For example, allowing

retention index differences of 0.02, results in one match for the A column chromatogram and

two matches for the B column chromatogram as illustrated in Figure 2-1. These matches are

highlighted by asterisks in the CW table. Note that no computational processing has yet been

required for correlation purposes.

By restricting the consideration of correlation only to peaks that first match retention

indices for target materials in each chromatographic analysis, the number of components

which need to be further analyzed is minimized. Thus, the correlation between columns

consists of analyzing only the flagged entries in the CW library of retention indices for

correct correlation. If retention indices of a given CW compound are flagged in both

columns, then there is a potential observation of this particular compound. Two cases are

illustrated in Figure 2-1. In the first, correlated observations for CW compound #4 indicate a

potential detection of this compound. In the second case, an uncorrelated observation for CW

6



compound #2 in column B only fails to indicate the presence of compound #2. Thus, the

correlation is simplified by utilizing the CW library of correlated retention indices.

The final step in the process is the confirmation of the detection of a given compound

through the correlation of integrated areas, the examination of expected peak widths or

shapes, and the consideration of other signature components such as the possible appearance

of associated chemical compounds. This is the most computationally intensive step of the

overall detection algorithm. Importantly, the use of this approach limits the amount of data

which must be post-processed in the final step for confirming correlated detections.

The fact that the samples are split between the pair of GC columns requires that

correctly correlated peaks have areas with a ratio which corresponds to the splitting factor.

For example, if the splitting factor is calibrated to be 60:40, then the corresponding ratio of

the areas should be 1.5 within experimental error. A substantially different ratio would

invalidate the detection. Similarly, the expected peak widths for different compounds can be

included in the CW library for various operating conditions and compared with the observed

widths for confirmation of the detection. Again, poor correspondence of an observed width

with that expected can invalidate the detection. An example of an errant peak type which

may result from peak locating algorithms is a spurious "peak" resulting from changes in the

chromatographic baseline. Such "peaks" are easily removed from consideration by examining

their lprge widths. Other signature elements which also may be considered are the presence

of additional signature components which are associated with certain CW materials.

Examples are the simultaneous appearance in chromatograms of known decomposition

products or impurities related to the chemical synthesis of the CW compounds.

A more detailed discussion of the steps followed in the proposed algorithms

summarized in Table 2-1 will be presented in the sections that follow. In each section, ILGC

experimental data will be included for demonstrating and testing the algorithmic steps and

discussing potential alternative approaches. The features used in the proposed algorithm will

be discussed in more detail and assessments of the algorithmic performance using actual JLGC

data as the different steps are presented. The occurrence of signatures with multiple

7



components may provide the need for artificial intelligence algorithms to analyze multiple

features. This will also be discussed in a later section in this report.

Table 2-1. Proposed algorithmic steps.

1. Smooth the chromatographic data, locate individual peaks, and determine the

corresponding retention times

2. Calculate the corresponding retention indices according to the retention times

of reference compounds

3. Scan the list of the retention indices for any times which coincide with the

known retention indices of the target CW materials for either column

4. Compare any observations coinciding with CW targets for each column for

correct correlation with observations on the other column

5. Confirm correlated observations for CW targets by integration, peak width, and

the presence of possible coincident compounds in the signatures

8



SECTION 3

DETECTOR OUTPUT AND DATA SMOOTHING

It is usually advantageous to smooth chromatographic data as a prelude to automated

processing. Importantly, the routines used for the detection of peak features such as starts

and apexes operate more robustly and with greater sensitivity using smoothed data to provide

a greatly increased number of peak detections. The degree of smoothing and the specific

approaches applied are typically determined by the instrumentation used and the expected

application. For applications seeking sensitive detection, the noise levels from the

components of the instrument and the chemical background noise are combined to determine

the practical noise levels for the threshold detection of target compounds. The chief source of

noise for chromatographic detection by the IOGC hardware in its present form is detector noise

which is probably dominated by noise levels in the motherboard layout of the MTI

instrument. It is also important to note that the specific choice of the chromatographic

detector can determine the relative importance of many common forms of chemical

background noise. For example, the noise floor typically encountered with ion trap mass

spectrometers as detectors for GC is typically set by chemical background due to relatively

constant "bleed" of chemicals from the columns and nonmetallic structural components of the

ion trap.

The thermal conductivity detectors (TCD) in the IAGC instrument appear to be more

dominated by electrical noise within the instrument according to experimentation conducted at

Louisiana State University with pGC instruments (Overton, 1992). The baseline sensitivity of

the miniature TCDs is about 1 ppm (volume/volume) (Lee et al., 1989). Similar to the lAGC

injector system, the TCDs is a product of microfabrication using silicon. They consist of two

electrical filaments suspended in each detection channel. A closeup photograph of the

detector housing a matched pair of TCDs is shown in Figure 3-1. Advantages of silicon

microfabrication of TCDs include: the ability to optimally scale the detector size for

concentration sensitivity and removing the need to dilute samples with make-up gas; the

ability to match filaments since they are fabricated from the same thin film deposition; and

good thermal conductivity of silicon which affects warm up, thermal stability, and the linear

9
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dynamic range. The TCDs illustrated in Figure 3-1 have a dead volume of 2 nL and n time

constant of less than 10 msec. The response is highly linear over many orders of magnitude

(Lee et al., 1989). With respect to injections of 100 nL, typical analytes are measured in the

femtogram range. With preconcentration in the form of thermal desorption of vapors from

adsorbent traps, the effective sensitivity of the TCD is driven typically into the 10's of ppb

range (Overton, 1992).

The sensitivity of the I&GC modules in terms of electrical noise according to

Microsensor Technology Inc. (MT7) is typically about 1200 IkV (Microsensor Technology Inc,

1992). By screening the production lots, MTI has been able to select modules with noise

levels in the 400-600 pV range (Microsensor Technology Inc., 1992). These noise levels

apply to the "high gain" operation of the MT[ units, one of three amplifier gain settings. The

high gain setting corresponds to amplification of the detector signal by a factor of 500. Thus,

this corresponds to a noise level of about 1 IAV at the detector. According to LSU, it may be

possible to reduce the noise level significantly through isolation of the detection circuitry

from the remainder of the motherboard (Overton, 1992).

A number of different approaches have previously been tested for smoothing

chromatographic data before automated peak detection. The short time constant of the TCDs

used with the pGC allows data rates of 100 data points/sec per chromatogram. This results in

a substantial number of points relative to the number necessary for accurately describing the

peak shapes. This excess of data points can also be exploited for noise reduction as well.

Three primary techniques which have been used singly or in combination for digital filtering

of chromatograms are as follows:

a. Data Bundling

b. Moving Average Filters

c. Linear Least Squares Fits to Line Segments
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Any of these smoothing techniques may be adequate for IAGC data analysis, and they are

often used in combination (Woerlee & Mol, 1980). These techniques are described in the

following paragraphs.

Data bundling refers to grouping the data points and summing the groups to result in a

new representation of the data using fewer points. Group sizes in powers of two are typically

used for this bundling. This summation reduces the noise by a factor of V2 for every

doubling up of data points. Since a large data rate is possible with the TCD because of its

short time constant (less than 10 msec), an "excessive" data collection rate can be

advantageously used to ieduce the noise by this data bundling technique. It appears that the

software developed for ItGC instrumentation by LSU performs data bundling with groups of

four data points based upon our measurements of the MTI data rate and the data density of

the files produced by LSU's software (25 points/sec). This degree of data bundling with GC

chromatograms was previously discussed to be advantageous for automated analysis (Woerlee

& Mol, 1980).

An example of 4-point data bundlirg applied to pAGC data is shown in Figure 3-2.

The resulting smoothness of the curve which results from the bundling is readily apparent.

More importantly, this small peak in the chromatogram goes undetected without the bundling

because the noise at the start of the peak invalidates the peak start detection routines.

Because these routines are very noise sensitive, they examine the trend of a number of points

for determining the departure from the baseline that establishes the start of the peak.

Smoothing, however, greatly reduces this noise and allows the routines to correctly see the

required successive lift of the points from the chromatographic baseline. Similarly, the

routines misplace the apex of this peak due to fluctuations near the apex if smoothing is not

used.

Moving average filters also sum the data points over a specified window but differ

from data bundling in that the window and its resulting sum moves along the chromatogram

point by point. A four point moving average, for example, would begin by summing the first

four points. Next, the moving average would move over one point by subtracting the first

12
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Figure 3-2. Example tGC data showing 4-point data bundling (smooth curve).

point and adding the fifth point from the moving average to result in the sum of points 2-5.

Similarly, the average moves next to sum the points 3-6. The features in this type of moving

average lag the actual data due to the effect of averaging in earlier data values. For this

mason, the moving average is "centered" by positioning the window such that equal numbers

of data points behind and ahead of the window center are averaged. This positions the

moving average to coincide with the data features.

Another effect of simple moving averages is that the edge values are as important as

the other values in computing the average. The fluctuations in the leading edge values and

similar fluctuations in the trailing edge or "drop off" values combine additively. This can

sometimes be unfavorable, especially with short moving averages. To damp such edge effects

on the computation of the moving average, the averages are often "center weighted" by

applying weights to the points in the computation of the moving average which favor the

center points in the window. Examples of the favorable application of center-weighted
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averages to chromatograms are provided in the literature (Woerlee and Mol, 1980; Fozard et

al., 1972).

An example of a 7-point weighted moving average to pGC data is shown in Figure 3-

3. This example uses the same data of the small peak discussed in Figure 3-3. The weights

are described by the seventh row of Pascal's triangle and are identical to the binomial

expansion coefficients for (a+b)r: 1,6,15,20,15,6,1. The underweighting of edges can lead to

small negative valleys near peak starts. This can be partially compensated by appropriate

adjustments in the peak start position (Woerlee and Mol, 1980). Again, smoothing results in

a large reduction in the noise and a large improvement in the operation of the peak detection

algorithms. The overall curve is well described by the moving average, but is not quite as

smooth as the result using 4-point bundling. In practice, it may be advantageous to apply this

type of moving average after bundling the data.

0.19, m '
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0.

0.165 .. ... .....

4~14
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C
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0.165~
1060 1080 1100 1120 114t0 1160
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Figure 3-3. Smoothed pOC data using 7-point Pascal-weighted moving average.
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A third type of smoothing routine is the least squares fitting of data points to lines.

Such an approach using a five point window has been tested previously (Li et al., 1987). The

smoothed value for the central point of the five data points was taken as the value of the

linear fit at that point. These investigators did not compare their approach with previously

published methods described above. Their overall approach appears to be less sophisticated

than the other approaches referenced above, especially with regard to resolving merged peaks

and handling baseline drifting. This approach appears to be computationally more

cumbersome, and in view of the well documented successes with the other methods, we have

not subjected this approach to comparative testing.

Our analysis of these smoothing approaches suggests that data bundling and/or center-

weighted moving averaging provide a large degree of noise reduction. This noise reduction

greatly facilitates the detection of peak starts and apexes with regards to both accuracy and

sensitivity. Increased sensitivity results in more detections by the algorithms for enhanced

detection results. Figure 3-2 provides an example of a small peak with proper shape which

was not detected without smoothing.
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SECTION 4

PEAK LOCATION METHODS

Compared to determining the location of peak starts and peak endings, the

determination of the peak apex is a simpler task. In automated GC analyses directed at the

entire chromatograms, the chromatograms are typically analyzed from left to right, i.e., as a

function of their time evolution. In this approach, a baseline start is normally presumed and

the initial search target is for baseline departures which indicate peak starting points. Once a

peak start is located, the search continues to the right to locate the peak apex. Once the peak

apex is found, then a return to baseline is analyzed. The return to baseline is often

complicated by the presence of "rider" peaks on the tail of the peak being analyzed. This

complication can be avoided on the first signal processing pass if the detection algorithm

focuses only on peak apexes which correspond to potential detection targets of interest.

These peak apexes can be identified relatively easily in the chromatograms, and if there are

no potential target components present, the unnecessary detailed analysis of the

chromatograms can be avoided.

A criterion often used for the determination of a peak apex is a trend reversal

consisting of the first observation of four successively decreasing points (Woerlee and Mol,

1980). Low frequency noise and different peak forms sre possible complications in this

process, especially with flat peaks. The rejection of maxima and valleys on flat peaks is

especially important to avoid faulty splitting of the peak. An example of peak detection using

this criterion with IAGC data is shown in Figure 4-1. Following the large "air spike" seen

initially by the detector, four peaks are detected. Note that this data is not smoothed, and the

small peak near 1100 is not detected. This peak is detected after smoothing the data and is

the peak which was shown in Figures 3-2 and 3-3 to demonstrate the effects of smoothing.
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Figure 4-1. Example demonstrating peak detection with pGC data.
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SECTION 5

THE CALCULATION OF RETENTION INDICES

The standard method for the analysis of chromatographic components utilizes retention

indices. While a variety of different retention indices can be defined, the most commonly

used retention index method is the Kovat's Retention Index system (for review, see

Budahegyi et al., 1983). In this method the retention index of a compound describes its

chromatographic elution relative to a series of normal alkanes (saturated hydrocarbons). The

number of carbons in the alkane times 100 defines the retention index of the hydrocarbon.

For example, pentane and hexane have retention indices of 500 and 600, respectively.

Isothermal retention times of the n-alkanes tend to follow an exponential function of

the carbon number for carbon numbers of 4 and greater. Here, the elution of the n-alkanes

can be described by the equation:

log (tR(z)-tM) = bz + a (5.1)

where tt(z) is the retention time of the alkane having carbon number z, tm is the gas holdup

time, b is the slope, and a is the intercept. Sometimes the difference tR(z)-tu is referred to as

the adjusted retention time t "s(z). The slope, b, can also be expressed as

b = log t ',(z+1) - log t ',(z). (5.2)

While minor variations occurring in chromatographic conditions day to day will cause

retention times to vary, these variations can be accounted and corrected for by periodic

chromatography of calibrant materials. If, for example, a set of n-alkanes was

chromatographed, a fit of equation 5.1 to the measured retention times would give current

values of a and b for calculating retention times for compounds eluting within the range of

the calibration curve. The need for instrument recalibration would be established according to

the inherent stability of the instrument and its regimen of use.
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Retention indices for compounds which are not n-alkanes can be determined by

exponential interpolation between values of the n-alkanes as shown:

[ log tI(s) - log tR(z) +Z (5-3)
log tR(Z+l) - log tR(z) I

Compounds other than n-alkanes can also be used for calibrants using their retention indices

in place of the integer values of the n-alkanes in equation 5.1. This provides flexibility in

designing calibrations for field instrumentation using the most practical calibrants.

While the gas holdup time can be approximated by the air peak in the chromatograms

as detected by the TCD (see Figure 4-1), the gas holdup time is more accurately determined

by the retention times of three calibrants (Peterson and Hirsch, 1959). For example, using

three consecutive n-alkanes, gas holdup time is calculated as

t t(z+) - t,(z)tR(z+2) (5.4)
2tR(z+1) - tR(z) - tR(z+2)

Errors in retention indices can arise from a number of sources. For correct GC

identification of target materials using our algorithms, it is necessary to minimize possible

sources of error and understand where these can enter into the analysis. Especially important

is variation iL.. v reproducibility of retention time measurements for the target compounds.

This will determine the width of the data acceptance windows for potential matches between

the retention indices calculated for the chromatograms and the reference retention indices for

the CW target materials. Major sources of error in retention indices include (Budahegyi et

al., 1983):

a. Errors in the determination of retention times (measurement error, influence on

the amount of sample, operator errors);
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b. Errors in the measurement or calculation of the gas holdup time (e.g.,

calculation is carried out in the nonlinear range of n-alkanes);

c. Situations where the stationary phase is not uniformly coated, or is active; there

are wall effects in the capillary column;

d. Situations where the stationary phase is inhomogeneous;

e. Fluctuations of instrumental and/or gas chromatographic parameters.

Equations to derive the maximum expected error in the determination of retention

times have been developed- Such calculations can be used to determine the necessary

acceptance windows for matching retention indices calculated from measurements with the

reference retention indices in the CW target material tables. A standard expression for

maximum expected error in retention index calculation is given by (Takacs and Kralic, 1970):

1jI Atit (S) +

[P1(S) - 71 log [ t' 2.30258

tI (Z) -• •A,(•

+ l [ (1) -7,

7- 1z log2 17(z+2) - 7m 2.30258
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log 'R(s) - t ]

+ 7 .1A(z + 1 +

[T1; - rt(z+1)] log2 [7(z +1) - rN 2.30258
[r7(z) - M I

7;(S -;( ) lo 7( +1)- ;1 (z +1) r(.z) -log r.z1 7;

I(S) -][T,-(] -] ! ;(z) -U ( [;(z) - T] [7(z + 1) - T -] -•,
log2 [;(z+1) -7;] 2.30258

7;(z) - 7;]

(5.5)
where E, equals total error of the retention index determination (index units) under the

conditions of classical gas chromatography (i.e. constant temperature, flow rate, and inlet

pressure):

AtUiX',Y - I Rtl(A) -7R(X)I + ItR2(X) -11'(X)I +.. + I t"(X) - (x)I

tR,•(X) + tR. 2(X) + + tRS,(X)

TR(X) = average retention time;

X = x, zandz+ 1;

g = serial number,

m = number of parallel measurements;
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tit = retention time;

tu =- time of passage of the inert substance through the column (min);

s = substance;

z and z + 1 = n-alkanes with carbon numbers z and z + 1, respectively;

z = carbon number.

By combining the above parameters with the experimental measurements, the range of

potential error in the retention indices can be projected. For a wide range of compounds

measured under different experimental conditions, equation 5.5 results in errors that are

typically on the order of 0.01-1.0 retention index unit depending upon the class of compound,

temperatures, and specific instrumentation (Budahegyi et al., 1983).

An example calculation for phosphorus pentachloride on DB-5 at 50*C is shown

below. The data used in the calculation are from some preliminary measurements using our

I&GC evaluation system. In these preliminary results the retention index for PCIs is

determined to be 732.3 with i = 7.15 sec; At41 = 0.020 sec;"tR(n-Cq) = 31.81 sec;A(PCl) =

39.93 sec; "jt(n-C) = 64.26 sec; AtR(n-C 7) = 0.0356 sec; AtRPCIs) = 0.0889 sec; AtR(n-Cs) =

0.151 sec. The example calculation results in an estimate of error for the retention index of

0.76 index units.

E : 1El • -0.0889 +
100 [39.93 - 7.15 ] log I64.26 - 7.151 2.30258

131.81 - 7.15 J

lg[ 64.26 - 7.11[[64.26- •7.151+o 139'..93 - .5-0.0356 +

[7.15 - 31.81] log2 64.26 - 7.15 2.30258
[31.81 - 7.15]
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[39.93 - 7.151+ log 131.81 - 7.15 •0.151 +

+ ~~~[64.26 - 7.1512305
[7.15 - 64.26] log2 [31.81 - 7.15] 2.30258

39.93-31.81 426-7.15 64.26-31.81 .log 64.26-7.151

[39.93-7.15][31.81 -7.15] 3 1 .8 1• 7 1 5  [31.81-7.15] [64.26-7.15] • 0.020[64.26-7.151

log2 _3"_.81___ 2.30258

El :s (0.00323 + 0.001135 + 0.00107 + 0.0022) - 100 = 0.76 (5.6)
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SECTION 6

(X)RRELATION OF DETECTED PEAKS WITH CW TARGET SIGNATURES

Our selected approach for correlating detected peaks with CW target signatures is

based on a multi-step algorithm. This begins with the "table driven" concept for CW

compound detection using microchip GC which was illustrated in Figure 2-1 (overview).

Here the list of retention indices resulting from correction of the measured retention data is

compared with the target CW retention indices for each column. This is envisioned to

proceed first on the (uncorrelated) individual chromatograms from each column. In this

process, the calculated retention indices from the components of a chromatogram are each

checked against the CW retention indices with reference to the acceptance window for each

CW retention index. These acceptance windows are determined by the experimental

measurements and the calculations described in Section 5, and are tabulated along with target

CW retention indices in a table of predetermined constants.

When apparent matches are found between the measured retention indices and the CW

target retention indices, these matches are "flagged" as possible detections of target

con,!pounds. In software, this could correspond to the setting of a flag bit associated with the

particular CW retention time from its binary 0 (false) to a 1 (true). Proceeding through the

w •ured array of retention indices will result in a series of flag bits being set for CW-related

, -9'unds in the table for each column. This process is done independently with respect to

each of the measured chromatograms -- i.e., no correlation requirement between the GC

columr has yet been invoked.

Once all of the retention indices have been flagged that were found to be present in

the chromatograms, the correlation process can take place. At this stage of the process, the

correlation focuses on potential target observations where only those target CW materials

having both retention indices flagged are of interest. Computationally, this is a simple task

in which the CW target table is scanned for entries having coincident true flags for both

chromatographic columns. Importantly, this approach avoids unnecessary analysis of the

chromatograms and focuses the processing on potential targets.
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The observation of correlated flags, then, passes the particular target CW compound's

information to further stages of processing to confirm the detection through further analysis of

the appropriate regions of the chromatograms. Example information might include a code for

the compound identity, the retention indices for each chromatographic column used in the

instrument, the acceptance window for each retention index, detection flags, input splitting

ratio for the chromatographs with reference to the compound, peak widths, peak asymmetry

values, instrument response factors, and additional information regarding the possible

presence of associated compounds which may further confirm the identification.
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SECTION 7

DETECTION CONFIRMATION METHODS

The descriptions of the detection algorithm in the preceding sections provide a

computationally streamlined approach to the detection of correlated GC component signatures&

This streamlining is possible through the relatively simple detection of peak apex values and

their conversion to retention indices. Once potential correlations of retention indices

indicative-of CW target compounds are identified as described in Section 6, the proposed

algorithmic approach should focus on the confirmation of these detections. For example, the

algorithm should not accept the correlation of a large peak in one chromatogram with a noise

peak in the other. Similarly, a "peak" due to a low frequency hump in the baseline should

not constitute a detection. The suggested confirmation methods include checks of: the

correspondence between the integrated intensities of the correlated peaks; the peak widths and

shapes; and the correspondence between any additional features such as the expected presence

of associated decomposition products, for example. These considerations are discussed in the

subsections that follow.

Correspondence Between Integrated Intensities of the Correlated Peaks. We view

integration as one of the key post processing activities of the algorithm. Besides being used

to confirm a potential detection, it is also the source of quantitation information for the

compound if the detection is confirmed. However, automated integration of chromatograms is

a complex operation subject to inherent difficulties. This has been recognized by a number of

authors and the development of a robust approach for all possible situations is not an easy

task. Many software approaches consist of algorithms which rely on various "patches" to

respond to a wide variety of different data and instrument pathologies as they are

encountered. Our approach is to focus the more challenging software aspects of the analysis

only on the chromatographic regions of potential interest, by first identifying these regions

using correlated retention indices.

Conventional integration approaches nearly all utilize what might be considered a

"turtle graphics" approach in that the analysis proceeds from beginning (time 0) to the end of
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the chromatogram in a point by point fashion. The "turtle" doesn't know what lies ahead and

must make decisions as it travels the length of the chromatogram. A conventional detection

then consists of a peak start detection from the baseline, a search for the peak apex, and then

a search for a return to the baseline. The situation becomes complicated after a peak apex if

the turtle encounters a valley at a higher signal level (a new peak start) rather than simply

returning to the baseline. Since peaks frequently occur near each other with some degree of

overlap, this situation is often encountered. One approach to resolve this is the use of a

recursive search for a new peak apex and ending when a new peak start is located before

finding the ending point for the current peak. More complex situations can occur when an

additional peak start is found before the expected apex of the first peak is reached. Software

decisions must also be made regarding whether two peaks should be split or whether one

peak should be considered as "rid;"g" on the shoulder of the other.

Our alternative approach is to look at the problem from the standpoint of first gaining

information on a selected peak or peaks, and then determining where more detailed analysis

must be applied to properly integrate relevant peaks. This detailed analysis for the integration

of chromatograms consists of three activities, each representing a subgoal of the overall

integration task:

1. Partition the segment of the chromatogram into its component peaks by

identifying all peak starts, apexes, and ends

2. Analyze the resulting peak structure to determine the relationships between the

peaks, i.e., parent or child ("rider") peaks and the appropriate splitting of

merged peaks

3. Integrate the peaks according the peak structure and relationships

These activities are described in the following paragraphs.

The partitioning of a chromatogram trace into its component peaks is accomplished by

locating the three parts of the trace which define each peak:

(1) a start-of-peak (SOP),
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(2) an apex or top-of-peak (TOP), and

(3) an end-of-peak (EOP).

"Thus, a "peak" can be regarded as a data structure containing the above information. The

peak data structure also needs to include other attributes such as the relationship between the

peak and closely spaced peaks. In integration, the sequence of the peak data structures

determines how the area under the chromatogram is allocated to each peak. From an

algorithmic point of view, integration is the process that generates this sequence of data

structures which are used to allocate the area under the chromatogram trace to the different
peaks.

For location of the start-of-peak (SOP), the so-called tangent search method developed

by Woerlee and Mol (Woerlee and Mol, 1980) is recommended. This search method for

SON is illustrated in Figure 7-1. The rationale behind this can be understood as follows.

Methods which rely on first derivatives have decreased sensitivity to slowly accelerating

peaks on positive sloping baselines. While methods using the second derivative can correct

this problem, they are very sensitive to noise fluctuations. The increasing tangent search

method is basically a second derivative test which has a decreased sensitivity to noise. A

peak start is detected when the "tangents" from a specified point to the next four points

successively increase as shown in Figure 7-1. While the use of the term tangent as illustrated

in Figure 7-1 may seem confusing, the successive series of chords connecting B, with the

next points are used to approximate the series of actual tangents to the curve. For example,

the chord BB 3 is approximately parallel to the tangent to point B2 and is correspondingly

labelled a Similarly, the line through BIB4 (labelled a 3) is approximately the tangent to B3.

The series of successively increasing tangents illustrated in Figure 7-1 are indicative of a

positive second derivative. The occurrence of a positive result in an increasing tangent search

starting from baseline is interpreted as the start of a peak. These conditions can be codified

by the following equations:

tan(a2) > tan(a 1) or ((%-B,/2) > ((B2-BI/1)

or (B,-2.B2 + B%) > 0 (7.1)

28



tan(a 3) > tan(a or ((B4-B•y3) > ((B3-By2)

or (B,-3.B3 + 2.1B4) > 0 (7.2)

tan(c.) > tan(C%) or ((Bs-B,)/4) > ((B4-B,)i3)

or (B1 4,-B4 + 3 "B5 ) > 0 (7.3)

B5 /

/
/ .
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/ / B4~.
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I t

Figure 7-1. Peak start detection with the increasing tangent search.

In a number of situations, the results of the increasing tangent search are significantly

improved by also examining the second derivative. This is suggested in the literature as a

possible conditional check on the behavior of the increasing tangent search (Woerlee & Mol,

1980). The second derivative is most easily approximated by first approximating the first

derivative of the chromatogram by differencing point-by-point, and then taking the second

differences. We have found that some slight smoothing is desirable to reduce the noise levels

of the second differences. By setting a threshold on the smoothed second differences,

significant thrusts of the chromatographic trace away from the baseline can be detected. To

determine the threshold levels, the distribution of the second differences for the

chromatographic baseline can be considered. An example of the smoothed second differences

for a baseline region of a chromatogram obtained with the ILGC together with the distribution
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of the second differences is shown in Figures 7-2 and 7-3. The distribution is shown in its

integrated form in Figure 7-2. Smoothed difference levels which set thresholds for the

strongest 2% and 5% of the values are drawn on the chart. These threshold levels are also

included in Figure 7-3 showing the occasional thrusts of the smoothed second differences

above these levels.

An example of the second differences used to confirm the increased tangent search

finding of an SOP for a small peak is shown in Figures 7-4 through 7-6. Figure 7-4 shows

the smoothed peak located at approximately 340 points on the time scale. The vertical lines

indicate the approximate SOP, TOP, and EOP values for this particular peak. Figure 7-5

shows a plot of the first differences for this same data. The SOP, TOP, and EOP values are

close to the zero crossings of this approximation to the first derivative, but these zero

crossings are not very useful because of frequent shifts resulting from sloping baselines. In

Figure 7-6, the second differences and the smoothed second differences are shown for the

same data. Because of the small size of the peak, the noise in the second differences is quite

substantial and the effects of smoothing are readily apparent. A significant lift in the

smoothed second differences is clearly observed within the window of the increased tangent

search (5 points) located at the true SOP. Thus, this "breakout" of the smoothed second

differences within the window of the tangent search correctly confirms the result of the

increased tangent search for this weak chromatographic peak.

The use of second differences to suppress unwanted detections due to baseline noise is

shown in Figures 7-7 and 7-8. Figure 7-7 shows the faulty triggering of peak detections

using the increasing tangent search method with a very noisy baseline as determined by the

LSU analysis software. While the LSU software does very well in general, this is an example

situation which created problems for their algorithm. Figure 7-8 shows the effect of coupling

the increasing tangent search with the breakout of the second differences as discussed in the

examples above. Substantial suppression of unwanted detections is accomplished, while the

peaks in the earlier portion of the chromatogram are properly detected.
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Figure 7-3. Smoothed second difference data from a baseline region of a I&GC
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Figure 7-8. Same data as Figure 7-7 showing an increasing tangent search combined with
thresholded second differences to reduce unwanted noise detections in the
baseline.

An additional example of suppression of unwanted peak detections is provided by the

chromatogram in Figures 7-9 and 9-10. This chromatogram shows the separation using M.GC

of a mixture of phosphites including the trimethyl, triethyl, and diethyl phosphites in the CW

schedules. Again, the unwanted detections in Figure 7-9 are suppressed in Figure 7-10 by the

inclusion of the requirement for a breakout of the second differences in conjunction with the

increasing tangent search. Only the peaks with visible areas were detected by inclusion of the

second differences requirement.

The peak ending, or EOP, is either determined by the presence of a valley, a return to

the original baseline, or the location of a tangent which approximates the end of a peak
"riding" on the shoulder of another peak. Peaks are frequently observed to overlap, or
"merge." In the general situation, a number of peaks can overlap to result in "nesting" of the

SOP, TOP, and EOP values of the different peaks. In the simple situation of a single,
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Figure 7-10. Same data as Figure 7-9 showing reduced baseline detections by combining
thresholded second differences with the incrtasing tangent search method.

35



isolated peak, the peak can be represented by its (SOP,TOP,EOP) set of values. Figure 7-11

illustrates an example merging four peaks with the corresponding nesting of the SOP,TOP and

BOP values. The nesting is represented by parentheses. Peaks 2,3 and 4 are nested between

the TOP and EOP of peak 1, the "primary" peak. Peak I would be considered "un-nested."

In the terminology of nested algorithms, peaks that are nested are considered "children" peaks

of one unique parent peak. For example, peak 2 is a child of peak 1 in Figure 7-11.

Children can be parents, and parents can also have multiple children. Peaks 3 and 4 are

examples of children of peak 2.

2

11.2

(SOP1 TOP 1 (SOP2 TOP 2 (SOP3 TOP 3 EOP 3) (SOP 4 TOP 4 EOP4 ) EOP2) EOP 1)

Figure 7-11. Illustration of four merged peaks with the nesting of the SOP, TOP and EOP
values for the four peaks.

Decisions to change the splitting of the peaks in the second step of the algorithm can

alter these relationships. This is accomplished in an algorithmic pass which checks the

consistency of the peak structures and nesting. For example, the chromatogram should not

cross lines connecting the SOP and EOP values of each peak. Further, the parent-child

assignments of the peaks must also be consistent with the peak structure data.
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Two possible splittings of a pair of merged peaks is illustrated in Figures 7-12 through

7-14. As shown in Figure 7-12, the valley point, V, is determined by a new peak start, and

the point E, is determined by a return to the baseline. Both tangential ("tangent skimmed")

and perpendicular separations ("valley drops") are possible. Since children peaks are typically

small "rider" peaks on a parent peak, it is reasonable to initially assume that all children

peaks will be tangent skimmed.

For tangent skimming, a line directly connecting V and El would partly lie above the

chromatogram trace. For this reason, a closer-lying point E2 is sought which provides a

tangential connection to V. This is illustrated in Figure 7-13. The areas of the peaks are then

calculated by computing the area of the tangent skimmed peak above the line VE2 and

subtracting this area from the total area under the two peaks.

The separation of the two peaks by the valley drop method is shown in Figure 7-14.

In this case, the perpendicular to the baseline from point V determines point E3. The decision

on whether to valley drop instead of tangent skim can be based upon the relative size of the

child peak. For relatively even peak sizes, the integration errors would be smaller by splitting

the peaks by valley dropping.

An example using microchip GC data showing a separation by valley dropping is

shown in Figure 7-15. The valley between the two peaks to the right in this chromatogram is

sufficiently small relative to the two peaks that this separation provides the least error in the

integration of the two peaks. Other peaks in the chromatogram are tangent skimmed because

they are small relative to their parent peaks.

Once the peak data structures are established, the integration is a straightforward

operation. The area of each peak is initially obtained by ignoring the parent-child

relationship. The final areas are obtained by subtracting the area of each peak from its

parent.
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Figure 7-12. Pair of peaks showing valley (V) and return to basline point El.

V
E2

E,

Figure 7-13. "Tangent skimmed" separation of a merged pair of peaks by locating tangential
point E2.

V

E3  E,

Figure 7-14. "Valley dropped" separation of a merged pair of peaks by perpendicular from
point V to baseline (point E3).
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Figure 7-15. 'Example pIGC data showing both tangent-separated and valley drop-separated
peaks.

Some final examples of this algorithmic approach were applied to pIGC data which

was pathological to the LSU software due to irregular baselines. These examples begin with

Figures 7-16 and 7-17 which compare the performance of the LSU software with the

proposed approach for a mixture of phosphites including CW schedule 3 phosphites. The

earliest peaks are correctly tangent skimmed on the large "air spike" which elutes first. The

software adjusts to a dip in the baseline rather than tangent skimming beneath a large extent

of the baseline in the middle of the chromatogram. To allow for the shifting baseline, the

tangent condition on the EOP of the final peak was not required, but this can easily be

modified.

Figures 7-18 and 7-19 show similar data for weak peaks on a more irregular baseline.

Again the proposed approach appears to properly detect the important features of the
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Figure 7-16. Example ,LGC data for schedule 3 phosphites showing an analysis method
which integrates below the apparent baseline.
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Figure 7-17. Same data as Figure 7-16 showing the modified increasing tangent search

method which more closely follows the baseline.
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Figure 7-19. Same data as Figure 7-18 which shows the modified increasing tangent search
method which reduces unwanted detections due to baseline irregularities.
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chromatogram including a possible late peak which was not detected by the LSU software.

Again, the integrations resulting from the proposed approach do not invoke large extents of

tangent skimming beneath the baseline. Further, the detected peaks appear reasonable.

As a final example, Figures 7-20 and 7-21 show the successful detection of a peak on

an unusual baseline having a large rise. This is a difficult situation with the tangent search

method because of the steep slope. The peak near 800 on the horizontal axis is properly

detected by the proposed approach under these baseline conditions. Further, noise in the

baseline does not trigger detections in the two large rises in the baseline. A small feature is

overlooked in the middle of the baseline which appears to be the result of local noise

structure on this small feature.

Peak Widths and Shapes. As suggested in Section 6, expected values for the peak

widths and shapes can be included in the library of CW target information. Widths and

shapes can be concentration dependent, so it may be necessary to store several values so that

an appropriate reference width can be selected according to the approximate integrated area of

the peak. By selecting the appropriate reference width, a spurious chromatogram "peak"

arising from a wide "hump" in the baseline of the chromatogram can be eliminated from

consideration. As illustrated in Figure 7-20 and 7-21, the use of the smoothed second

differences in conjunction with the increasing tangent search in the proposed approach also

helps alleviate such occurrences.

Similarly, peak shape information can be stored for comparison, if a particular

compound is known to have a characteristic leading or trailing edge. Leading cr trailing

edges typically arise from concentration-dependent distribution coefficients between the

mobile and stationary chromatographic phases (Oi et al., 1983). Since these effects are

concentration dependent, a series of reference widths spanning a range of concentrations

(integrated areas) could be stored in the CW target reference tables. Then, using the

integrated area for a suspect CW target peak, the reference width, if concentration dependent,

could be determined by interpolation from the table values.
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Figure 7-21. Same data as Figure 7-21 with which the modified increasing tangent search
method shows the correct integration of a peak on a rising baseline slope.
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Correspondence Between Additional Features such as Associated Peaks Due to

Decomposition Products or Expected Contaminants. It is possible that certain CW target

materials may have signatures consisting of multiple peaks. Although we have not yet

encountered this situation in our testing of representative CW schedule materials, our

detection approach should make use of such occurrences as the database becomes fully

developed for the CW target materials.

Two likely sources of multiple peaks in CW target signatures are decomposition

products and contaminants. Decomposition products included oxidation products, hydrolysis

products (possibly from environmental exposure to water), and thermal degradation products.

Thermal desorption of the adsorbent vapor traps used for preconcentration may be result in

the significant thermal degradation of certain compounds, especially if they are chemically

reactive to the trap materials (Witkiewicz, 1990). In cases involving thermal decomposition

by the thermal desorption of the trap, the decomposition products become potential signature

components for the detection of the CW target material. Contaminants, if these were found to

be important in a CW signature, would probably be by-products in the synthesis of the CW

target material.

The joint appearance of multiple signature components can be used to confirm the

detection of a CW target material. If, for example, peak 2 always appears along with peak 1,

and peak 3 sometimes occurs with peak 1, then the detection of peak 1 would be confirmed

by the detection of peak 2 or invalidated by the failure to detect peak 2. The detection of

peak 3 would strengthen the detection of peak 1, but failure to detect peak 3 would not

invalidate the detection of peak 1.

While some direct logic can be applied to detection algorithms to handle simple cases

such as the case in the previous paragraph, more complex signatures with more components

can be easily accommodated by signal processing techniques such as neural nets. Neural nets

can be trained to associate certain data conditions with a desired outcome and then be used to

recognize these data conditions. Thus, a neural net can potentially be trained to recognize a

complex CW target signature and then be successfully applied to recognize this signature.
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GRC has neural net application and training tools which can be applied to CW

detection signatures for the handheld IGC instrument, but the signature processing analysis

has yet to dictate a need for such complex processing. While the chemical background

encountered by a field instrument can be very complex and highly variable, the CW target

signatures studied so far are not complex. Indeed, these appear in most cases to consist of a

single chromatographic peak. Since the signal processing is driven by recognition of the CW

target components rather than background, the need for recognition approaches for complex

signatures is yet to be demonstrated.

There are a number of situations in which neural nets which can recognize complex

signatures may apply to program needs e.g., complex CW target signatures may yet arise;

refinement of the signal processing algorithms may benefit from the application of neural nets

to certain algorithmic tasks such as the peak sepration decisions; and neural nets might be

used to control instrument settings for different field applications. The last application

borders on the use of expert systems, in which software tools other than neural nets might

also apply. For example, GRC has commercial expert system toois which could be used for

automatically controlling instrument operation. This approach could respond to different

detection scenarios that an inspector might select, or be used to automatically adjust

instrument response to enhance CW target detection. Opportunities for such applications to

facilitate inspector-friendly operation of the handheld instrument will become appaient when

the program reaches the stage of fielding a prototype instrument. These tools are available

and can be readily applied to the advanced signal processing needs of the instrument.
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SECTION 8

CONCLUSIONS AND RECOMMENDATIONS

The results of these signal processing studies using actual giGC data delineate the basic

signal processing requirements expected for the handheld CW detector. A range of RGC data

was tested with a specific focus on developing automated approaches which can robustly

respond to the full variety of possible tGC data variations. The key conclusions and

recommendations based upon the results in this report are as follows:

An algorithm which is tahbI-driven for the detection of the CW target

compounds is recommend ed. By using a one-dimensional approach

independ:ntly with each column for the detection of CW target peaks, the

correlation between the results for the two columns becomes a simple table-

oriented computation. If the correlation of the tabulated findings results in a

potential detection of a CW target compound, then more detailed signal

processing analysis can quantitate the separate findings and validate the

detection.

The use of a retention index representation of the CW targets is

recommended. By converting reference data and measurements to retention

indices, the instrument can be readily calibrated and measurements can be

compared to reference data regardless of normal instrument variations.

Instrument variation which can be readily compensated for by calibration

includes: day to day variation of the instrument performance to include

variations in pressure, temperature, and flow rates; longer-term variation in

column materials; longer-term variation in the sample injection and splitting of

samples between multiple chromatograph modules; and substitutions or repair

of 1GC instrumentation components.

A specific method is recommended for determining the exact retention

index matching criteria for each CW target compoun6. An error
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propagation analysis was presented which bounds the expected variation in

measured retention indices for a given compound. This is based upon a

number of experimental IAGC parameters and corresponding experimental

measurements. This provides an es•timate of the expected variation in retention

index measurement for specified conditions and can be used to set the target

matching criteria.

Integration methods using Increasing tangent searches combined with

smoothed second differences are recommended. Our testing of integration

methods for quantitation of chromatographic peaks indicates that use of the

second derivative (smoothed second differences) adds substantial improvement

to the performance of the increasing tangent search methods for locating peak

starts. This was especially clear using data sets selected for their pathological

results with other approaches. This should be easy to implement based upon

the results we have obtained using a wide assortment of actual RtGC data.

Based upon these results and recommendations, we expect to carry forward our

proposed algorithmic approach into the functional elements evaluation and the concept

instrument design. We find the above results using simplified algorithms very encouraging

since they represent the use of compact and fast algorithms which can potentially provide

improved performance over existing automated GC quantitation methods.
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